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Abstract
Learning-to-Defer (L2D) facilitates optimal task
allocation between AI systems and decision-
makers. Despite its potential, we show that cur-
rent two-stage L2D frameworks are highly vul-
nerable to adversarial attacks, which can misdi-
rect queries or overwhelm decision agents, sig-
nificantly degrading system performance. This
paper conducts the first comprehensive analysis
of adversarial robustness in two-stage L2D frame-
works. We introduce two novel attack strate-
gies—untargeted and targeted—that exploit in-
herent structural vulnerabilities in these systems.
To mitigate these threats, we propose SARD, a ro-
bust, convex, deferral algorithm rooted in Bayes
and (R,G)-consistency. Our approach guaran-
tees optimal task allocation under adversarial per-
turbations for all surrogates in the cross-entropy
family. Extensive experiments on classification,
regression, and multi-task benchmarks validate
the robustness of SARD.

1. Introduction
Learning-to-Defer (L2D) is a powerful framework that en-
ables decision-making systems to optimally allocate queries
among multiple agents, such as AI models, human experts,
or other decision-makers (Madras et al., 2018). In the two-
stage framework, agents are trained offline to harness their
domain-specific expertise, enabling the allocation of each
task to the decision-maker with the highest confidence (Mao
et al., 2023a; 2024d; Montreuil et al., 2024). L2D is particu-
larly valuable in high-stakes applications where reliability
and performance are critical (Mozannar & Sontag, 2020;
Verma et al., 2022). In healthcare, L2D systems integrate
an AI diagnostic model with human specialists, delegat-
ing routine tasks to AI while deferring edge cases, such as

1Anonymous Institution, Anonymous City, Anonymous Region,
Anonymous Country. Correspondence to: Anonymous Author
<anon.email@domain.com>.

Preliminary work. Under review by the International Conference
on Machine Learning (ICML). Do not distribute.

anomalous imaging data, to specialists for nuanced evalu-
ation (Mozannar et al., 2023). By dynamically assigning
tasks to the most suitable agent, L2D ensures both accuracy
and reliability, making it ideal for safety-critical domains.

Robustness in handling critical decisions is, therefore, essen-
tial for such systems. However, existing L2D frameworks
are typically designed under the assumption of clean, non-
adversarial input data, leaving them highly susceptible to
adversarial perturbations—subtle input manipulations that
disrupt task allocation and alter decision boundaries. Unlike
traditional machine learning systems, where adversarial at-
tacks primarily affect prediction outputs (Goodfellow et al.,
2014; Szegedy et al., 2014; Awasthi et al., 2023), L2D
systems are susceptible to more sophisticated adversarial
threats, including query redirection to less reliable agents or
intentional agent overloading. These vulnerabilities severely
impact performance, drive up operational costs, and com-
promise trust.

This paper addresses the critical yet unexplored challenge
of adversarial robustness in L2D systems. Inspired by ad-
versarial attacks on classification (Goodfellow et al., 2014;
Madry et al., 2017; Gowal et al., 2020), we introduce two
novel attack strategies tailored to two-stage L2D: untargeted
attacks, which disrupt agent allocation, and targeted attacks,
which redirect queries to specific agents. To counter these
attacks, we propose a robust family of surrogate losses based
on cross-entropy (Mao et al., 2023a; 2024d; Montreuil et al.,
2024), designed to ensure robustness in classification, re-
gression, and multi-task settings. Building upon advances
in consistency theory for adversarial robustness (Bao et al.,
2021; Awasthi et al., 2022; 2023; Mao et al., 2023b), we
establish both Bayes-consistency and (R,G) consistency
for our surrogate losses, enabling reliable task allocation
even under adversarial scenarios. Our algorithm, SARD,
leverages these guarantees while preserving convexity.

Our key contributions are:

1. We introduce two novel adversarial attack strategies for
two-stage L2D: targeted attacks that redirect queries
and untargeted attacks that disrupt task allocation.

2. We propose a robust family of surrogate losses with
guarantees of Bayes-consistency and (R,G) consis-
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tency across classification, regression, and multi-task
settings. Our convex algorithm, SARD, leverages these
guarantees to achieve robust task allocation.

3. We empirically demonstrate that our novel attacks ef-
fectively exploit vulnerabilities in state-of-the-art two-
stage L2D approaches, while our algorithm, SARD,
exhibits strong robustness against the attack across
diverse tasks.

This work lays the first theoretical foundation for adversarial
robustness in L2D systems.

2. Related Works
Learning-to-Defer: The first single-stage L2D approach
was introduced by Madras et al. (2018), training both the
predictor and the rejector, which were built upon the frame-
work established in Cortes et al. (2016). In a seminal work,
Mozannar & Sontag (2020) proposed the first approach
proven to be Bayes-consistent, ensuring optimal allocation.
Verma et al. (2022) presented an alternative formulation
based on one-versus-all surrogates, also proven to be Bayes-
consistent, and later extended to a broader family of losses
by Charusaie et al. (2022). More recently, Cao et al. (2024)
proposed an asymmetric softmax surrogate to improve prob-
ability estimation between agents, addressing limitations in
both Mozannar & Sontag (2020) and Verma et al. (2022).
Furthermore, Mozannar et al. (2023) demonstrated that the
approaches from Mozannar & Sontag (2020); Verma et al.
(2022) are not realizable-H-consistent, leading to subopti-
mal performance for some distributions. Mao et al. (2024b)
generalized the work of Mozannar & Sontag (2020) proving
both Bayes and H-consistency, while Mao et al. (2024c)
extended it to realizable-H-consistency.

In the two-stage setting, where agents are already trained
offline, Mao et al. (2023a) introduced the first classifica-
tion approach that guarantees both Bayes-consistency and
H-consistency. This work was further extended by Mao
et al. (2024d), who adapted the two-stage framework to
regression tasks while maintaining these consistency guar-
antees. Additionally, Montreuil et al. (2024) generalized the
approach to multi-task learning.

Adversarial Robustness: The robustness of neural net-
works against adversarial perturbations has been extensively
studied, with foundational work highlighting their vulner-
abilities (Biggio et al., 2013; Szegedy et al., 2014; Good-
fellow et al., 2014; Madry et al., 2017). A key focus in
recent research has been on developing consistency frame-
works for formulating robust defenses. Bao et al. (2021)
proposed a Bayes-consistent surrogate loss tailored for ad-
versarial training, which was further analyzed and extended
in subsequent works (Meunier et al., 2022; Awasthi et al.,

2021). Beyond Bayes-consistency,H-consistency has been
explored to address robustness in diverse settings. Notably,
Awasthi et al. (2022) derivedH-consistency bounds for sev-
eral surrogate families, and Mao et al. (2023b) conducted
an in-depth analysis of the cross-entropy family. Building
on these theoretical advancements, Awasthi et al. (2023)
introduced a smooth algorithm that leverages consistency
guarantees to enhance robustness in adversarial settings.

Our work builds upon recent advancements in consistency
theory to further improve adversarial robustness in two-stage
L2D.

3. Preliminaries
Multi-task scenario. We consider a multi-task setting that
addresses both classification and regression problems simul-
taneously. Let X denote the input space, Y = {1, . . . , n}
represent the set of n distinct classes for classification, and
T ⊆ R denote the target space for regression. Each data
point is represented as a triplet z = (x, y, t) ∈ Z , where
Z = X × Y × T . We assume the data is drawn inde-
pendently and identically distributed (i.i.d.) from an un-
derlying distribution D over Z . To model this multi-task
problem, we introduce a backbone w ∈ W , which acts as a
shared feature extractor. The backbone maps inputs x ∈ X
to a latent feature representation q ∈ Q, via the function
w : X → Q. Building upon this backbone, we define a
classifier h ∈ H, representing all possible classification
heads. Formally, h : Q × Y → R is a scoring function,
with predictions computed as h(q) = argmaxy∈Y h(q, y).
Similarly, we define a regressor f ∈ F , which maps latent
features to real-valued targets, f : Q → T . These compo-
nents are integrated into a single multi-head network g ∈ G,
defined as G = {g : g(x) = (h ◦ w(x), f ◦ w(x)) | w ∈
W, h ∈ H, f ∈ F}.

Consistency in classification: In classification, the pri-
mary objective is to identify a classifier h ∈ H that
minimizes the true error Eℓ01(h), defined as Eℓ01(h) =
E(x,y)[ℓ01(h, x, y)]. The Bayes-optimal error is ex-
pressed as EBℓ01(H) = infh∈H Eℓ01(h). However, min-
imizing Eℓ01(h) directly is challenging due to the non-
differentiability of the true multiclass 0-1 loss (Zhang, 2002;
Steinwart, 2007; Awasthi et al., 2022). To address this
challenge, surrogate losses are employed as convex, non-
negative upper bounds on ℓ01. A notable family of multi-
class surrogate losses is the comp-sum (Mohri et al., 2012;
Mao et al., 2023b), which we refer to as a family of multi-
class surrogate losses:

Φu
01(h, x, y) = Ψu

( ∑
y′ ̸=y

Ψe(h(x, y)− h(x, y′))
)
, (1)

2



110
111
112
113
114
115
116
117
118
119
120
121
122
123
124
125
126
127
128
129
130
131
132
133
134
135
136
137
138
139
140
141
142
143
144
145
146
147
148
149
150
151
152
153
154
155
156
157
158
159
160
161
162
163
164

Adversarial Robustness in Two-Stage Learning-to-Defer: Algorithms and Guarantees

where Ψe(v) = exp(−v), which defines the cross-entropy
family. For u > 0, the transformation is given by:

Ψu(v) =

{
log(1 + v) if u = 1,
1

1−u

[
(1− v)1−u − 1

]
if u > 0 ∧ u ̸= 1.

(2)
This formulation generalizes several well-known loss func-
tions, including the sum-exponential loss (Weston &
Watkins, 1998), logistic loss (Ohn Aldrich, 1997), gen-
eralized cross-entropy (Zhang & Sabuncu, 2018), and
mean absolute error loss (Ghosh et al., 2017). The cor-
responding true error for Φu

01 is defined as EΦu
01
(h) =

E(x,y)[Φ
u
01(h, x, y)], with its optimal value expressed as

E∗Φu
01
(H) = infh∈H EΦu

01
(h).

A key property of a surrogate loss is Bayes-consistency,
which ensures that minimizing the surrogate excess risk
leads to minimizing the true excess risk (Zhang, 2002;
Bartlett et al., 2006; Steinwart, 2007; Tewari & Bartlett,
2007). Formally, Φu

01 is Bayes-consistent with respect to
ℓ01 if, for any sequence {hk}k∈N ⊂ H, the following impli-
cation holds:

EΦu
01
(hk)− E∗Φu

01
(H) k→∞−−−−→ 0

=⇒ Eℓ01(hk)− EBℓ01(H)
k→∞−−−−→ 0.

(3)

This property typically assumes H = Hall, which may
not hold for restricted hypothesis classes such as Hlin or
HReLU (Long & Servedio, 2013; Awasthi et al., 2022; Mao
et al., 2024a). To characterize consistency with a partic-
ular hypothesis set, Awasthi et al. (2022) introduced H-
consistency bounds, which rely on a non-decreasing func-
tion Γ : R+ → R+ and take the following form:

EΦu
01
(h)− E∗Φu

01
(H) + UΦu

01
(H) ≥

Γ
(
Eℓ01(h)− EBℓ01(H) + Uℓ01(H)

)
,

(4)

where the minimizability gap Uℓ01(H) quantifies the dif-
ference between the best-in-class excess risk and the ex-
pected pointwise minimum error: Uℓ01(H) = EBℓ01(H) −
Ex

[
infh∈H Ey|x [ℓ01(h, x, y)]

]
. The gap vanishes when

H = Hall (Steinwart, 2007; Awasthi et al., 2022). In the
asymptotic limit, inequality (4) ensures recovery of Bayes-
consistency (3).

Adversarial robustness: Adversarial robust classification
aims to train classifiers that are robust to small, impercep-
tible perturbations of the input (Goodfellow et al., 2014;
Madry et al., 2017). The objective is to minimize the
true multiclass loss ℓ01 evaluated on an adversarial input
x′ = x + δ (Gowal et al., 2020; Awasthi et al., 2022). A
perturbation δ is constrained by its magnitude, and we de-
fine the adversarial region around x as Bp(x, γ) = {x′ |

∥x′ − x∥p ≤ γ}, where ∥ · ∥p is the p-norm and γ ∈ (0, 1)
specifies the maximum allowed perturbation. The adversar-
ial true multiclass loss ℓ̃01 : H×X × Y → {0, 1} is given
by:

ℓ̃01(h, x, y) = sup
x′∈Bp(x,γ)

ℓ01(h(x
′), y). (5)

Similarly to classification, minimizing ℓ̃01 is computation-
ally infeasible (Zhang & Agarwal, 2020; Bartlett et al., 2006;
Awasthi et al., 2022). To address this, we introduce the fam-
ily of adversarial margin surrogate losses Φ̃ρ,u

01 from the
comp-sum ρ-margin family, which approximate the adver-
sarial true multiclass loss ℓ̃01. This family is defined as:

Φ̃ρ,u
01 (h, x, y) = sup

x′∈Bp(x,γ)

Ψu
(∑
y′ ̸=y

Ψρ(h(x
′, y′)− h(x′, y))

)
.

(6)
Here, Ψu and Ψρ represent transformations that characterize
the behavior of the family, where the non-convex transfor-
mation is defined as Ψρ(v) = min

{
max

(
0, 1− v

ρ

)
, 1
}

.
Recent studies have demonstrated that algorithms employ-
ing smooth regularized variants of the comp-sum ρ-margin
losses achieve H-consistency, thereby offering strong the-
oretical guarantees (Awasthi et al., 2022; 2023; Mao et al.,
2023b).

Two-stage Learning-to-Defer: The Learning-to-Defer
framework assigns queries x ∈ X to the most confident
agent, aiming to enhance performance by leveraging the
strengths of multiple agents. The agents consist of a primary
model and J experts, denoted by the set A = {0} ∪ [J ],
where 0 corresponds to the primary model g defined in
Section 3. Each expert Mj provides a prediction pair
mj(x) = (mh

j (x),m
f
j (x)), where mh

j (x) ∈ Y is a cate-
gorical prediction and mf

j (x) ∈ T is a regression estimate.
The combined predictions of all J experts are represented
as m(x) =

(
m1(x), . . . ,mJ(x)

)
, which lies in the joint

prediction space M. In the two-stage setting, all agents
are trained offline, and the framework focuses on query
allocation, keeping agent parameters fixed.

A rejector function r ∈ R, defined as r : X × A → R,
is learned to assign a query x to the agent j ∈ A with
the highest rejection score r(x) = argmaxj∈A r(x, j), as
described by Mao et al. (2024d; 2023a); Montreuil et al.
(2024).

Definition 3.1 (Two-Stage L2D losses). Let an input x ∈ X ,
for any r ∈ R, we have the true deferral loss:

ℓdef(r, g,m, z) =

J∑
j=0

cj(g(x),mj(x), z)1r(x)=j ,

and its family of convex, non-negative, upper-bound surro-
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gate deferral losses:

Φu
def(r, g,m, z) =

J∑
j=0

τj(g(x),m(x), z)Φu
01(r, x, j),

where cj denotes the non-negative bounded cost of assigning
a decision to agent j ∈ A (Madras et al., 2018). If the rejec-
tor r ∈ R assigns r(x) = 0, the query is handled by the pri-
mary model g, which predicts g(x) = (h(w(x)), f(w(x)))
and incurs a general cost c0(g(x), z) = ψ(g(x), z). Here,
ψ : Y×T ×Z → R+ is a general measure used to quantify
the prediction quality of g with respect to z. If r(x) = j
for some j > 0, the query is deferred to expert j, incurring
a cost cj(mj(x), z) = ψ(mj(x), z) + βj , where βj repre-
sents the consultation cost associated with expert j. The
aggregated cost across all agents is then defined as:

τj(g(x),m(x), z) =

J∑
i=0

ci(g(x),mi(x), z)1i̸=j (7)

recovering the formulation from Mao et al. (2024d) and
Montreuil et al. (2024). Note that in the case of classifica-
tion, the function ψ corresponds to the ℓ01 loss.

4. Adversarial Attacks on Two-Stage L2D
Motivation and Setting The two-stage L2D framework
is designed to route queries to the most accurate agents, en-
suring optimal decision-making (Mao et al., 2023a; 2024d;
Montreuil et al., 2024). Despite its effectiveness, we demon-
strate that this framework is inherently vulnerable to adver-
sarial attacks that exploit its reliance on the rejector function,
a key component responsible for query allocation. Given
this critical role, our analysis focuses on adversarial attacks
and corresponding defenses targeting the rejector r ∈ R,
rather than individual agents. This focus is justified be-
cause adversarial defenses for specific agents can typically
be deployed offline within the two-stage L2D setup. More-
over, evaluating the robustness of individual agents under
adversarial conditions simplifies to selecting the most ro-
bust agent, whereas ensuring robustness at the system level
constitutes a fundamentally different challenge.

Untargeted Attack: In classification, the goal of an untar-
geted attack is to find a perturbed input x′ ∈ Bp(x, γ) that
causes the classifier h ∈ H to misclassify the input (Good-
fellow et al., 2014; Akhtar & Mian, 2018). Specifically, for
a clean input x ∈ X where the classifier correctly predicts
h(x) = y, the attacker aims to identify a perturbed input x′

such that h(x′) ̸= y.

In the context of Learning-to-Defer, the attack extends be-
yond misclassification to compromising the decision allo-
cation mechanism. Given an optimal agent j∗ ∈ A, the

attacker aims to find an adversarial input x′ ∈ Bp(x, γ)
such that r(x′) ̸= j∗, thereby forcing deferral to a subopti-
mal agent j ∈ A\{j∗}—incurring a higher loss. This leads
to the following untargeted attack formulation:

Definition 4.1 (Untargeted Attack in L2D). Let x′ ∈
Bp(x, γ) be an adversarial input, where Bp(x, γ) denotes
the p-norm ball of radius γ centered at x. The untargeted
attack that maximizes misallocation in L2D is formulated
as follows:

x′ = arg sup
x′∈Bp(x,γ)

J∑
j=0

τj(g(x),m(x), z)Φu
01(r, x

′, j).

Definition (4.1) characterizes an attack in which the ad-
versary maximizes the aggregate discrepancy between the
rejector’s allocation for the adversarial input x′ and its orig-
inal allocation, thereby forcing the system to defer to an
unintended agent. The adversarial input x′ is designed to
maximize these surrogate losses. As a result, the adversar-
ial attack increases the system’s overall loss, significantly
degrading its performance. An illustration of this attack is
provided in Appendix Figure 1.

Targeted Attack: Targeted attacks are often more impact-
ful than untargeted ones, as they exploit specific system
vulnerabilities to achieve precise adversarial goals (Akhtar
& Mian, 2018; Chakraborty et al., 2021). For example, in
autonomous driving classification, a targeted attack could
deliberately misclassify a stop sign as a speed limit sign, po-
tentially leading to hazardous consequences. A targeted at-
tack exploits this asymmetry by forcing the classifier h ∈ H
to predict a specific target class yt ∈ Y , potentially leading
to harmful consequences.

In the context of L2D, an attacker aims to manipulate the
system into assigning a query x′ ∈ Bp(x, γ) to a predeter-
mined expert jt ∈ A rather than the optimal expert j∗ ∈ A.
This targeted attack objective can be formally expressed as
follows:

Definition 4.2 (Targeted Attack in L2D). Let x′ ∈ Bp(x, γ),
whereBp(x, γ) denotes the p-norm ball of radius γ centered
at x. The attack targeting the allocation of a query x to the
expert jt ∈ A is defined as:

x′ = arg inf
x′∈Bp(x,γ)

τjt(g(x),m(x), z)Φu
01(r, x

′, jt).

The adversarial input x′ minimizes the loss associated with
the targeted agent jt, thereby biasing the allocation process
towards agent jt as described in Definition (4.2). For in-
stance, an attacker may have an affiliated partner jt among
the system’s agents. Suppose the system operates under a
pay-per-query model—for example, a specialist doctor in
a medical decision-making system or a third-party service

4



220
221
222
223
224
225
226
227
228
229
230
231
232
233
234
235
236
237
238
239
240
241
242
243
244
245
246
247
248
249
250
251
252
253
254
255
256
257
258
259
260
261
262
263
264
265
266
267
268
269
270
271
272
273
274

Adversarial Robustness in Two-Stage Learning-to-Defer: Algorithms and Guarantees

provider in an AI-powered platform. By manipulating the
allocation mechanism to systematically route more queries
toward jt, the attacker artificially inflates its workload, lead-
ing to unjustified financial gains. These gains may benefit
both the attacker and the affiliated expert through direct fi-
nancial compensation, revenue-sharing agreements, or other
collusive incentives. An illustration of this attack is provided
in Appendix Figure 2.

5. Adversarially Consistent Formulation for
Two-Stage Learning-to-Defer

In this section, we introduce an adversarially consistent
formulation of the two-stage L2D framework, ensuring ro-
bustness against attacks while preserving optimal query
allocation.

5.1. Novel Two-stage Learning-to-Defer formulation

Adversarial True Deferral Loss: To defend against the
novel attacks introduced in Section 4, we define the worst-
case adversarial true deferral loss, ℓ̃def : R×G×M×Z →
R+, which quantifies the maximum incurred loss under
adversarial perturbations. Specifically, for each j ∈ A,
an adversarial perturbation δj is applied, yielding the per-
turbed input x′j = x + δj , which lies within an ℓp-
norm ball of radius γ, i.e., x′j ∈ Bp(x, γ). We define
the j-th adversarial true multiclass loss as ℓ̃j01(r, x, j) =
supx′

j∈Bp(x,γ) ℓ01(r(x
′
j), j), which captures the worst-case

misclassification loss when deferring to agent j under adver-
sarial conditions. The formal definition of the adversarial
true deferral loss is provided in Lemma 5.1.

Lemma 5.1 (Adversarial True Deferral Loss). Let x ∈ X
denote the clean input, cj the cost associated with agent
j ∈ A, and τj the aggregated cost. The adversarial true
deferral loss ℓ̃def is defined as:

ℓ̃def(r, g,m, z) =

J∑
j=0

τj(g(x),m(x), z)ℓ̃j01(r, x, j)

+ (1− J)
J∑

j=0

cj(g(x),mj(x), z).

See Appendix D.1 for the proof of Lemma 5.1. The at-
tacker’s objective is to compromise the allocation process
by identifying perturbations δj that maximize the loss for
each agent j ∈ A. Importantly, the costs cj and τj are eval-
uated based on the clean input x, as the agents’ predictions
remain unaffected by the perturbations (see Section 4).

Minimizing the adversarial true deferral loss in Lemma 5.1
is NP-hard (Zhang, 2002; Bartlett et al., 2006; Steinwart,
2007; Awasthi et al., 2022). Therefore, as in classification

problems, we approximate this discontinuous loss using
surrogates.

Adversarial Margin Deferral Surrogate Losses: In
the formulation of the adversarial true deferral loss
(Lemma 5.1), discontinuities arise due to the indicator
function in the loss definition. To approximate this discon-
tinuity, we build on recent advancements in consistency
theory for adversarially robust classification (Bao et al.,
2021; Awasthi et al., 2022; 2023; Mao et al., 2023b) and
propose a continuous, upper-bound surrogate family for the
adversarial true deferral loss. Specifically, we define the
j-th adversarial margin surrogate family Φ̃ρ,u,j

01 (r, x, j) =

supx′
j∈Bp(x,γ) Ψ

u
(∑

j′ ̸=j Ψρ

(
r(x′j , j

′)− r(x′j , j)
))

where Ψu and Ψρ are defined in Equation (6). Building on
this, we derive the adversarial margin deferral surrogate
losses as:
Lemma 5.2 (Adversarial Margin Deferral Surrogate Losses).
Let x ∈ X denote the clean input and τj the aggregated
cost. The adversarial margin deferral surrogate losses Φ̃ρ,u

def
are then defined as:

Φ̃ρ,u
def (r, g,m, z) =

J∑
j=0

τj(g(x),m(x), z)Φ̃ρ,u,j
01 (r, x, j).

The proof is provided in Appendix D.2. One notable limita-
tion of the adversarial margin deferral surrogate family is
the non-convexity of the j-th adversarial margin surrogate
loss family Φ̃ρ,u,j

01 , which poses significant challenges for
efficient optimization.

Adversarial Smooth Deferral Surrogate Losses: As de-
tailed by Awasthi et al. (2023); Mao et al. (2023b), the non-
convex adversarial margin surrogate family can be replaced
with a smooth and convex approximation. To this end, we
adapt their results and introduce the smooth adversarial
surrogate family, denoted as Φ̃smth,u

01 : R×X ×A → R+,
which approximates the supremum term in Lemma 5.1. Cru-
cially, Φ̃smth,u

01 acts as a convex, non-negative upper bound
for the j-th adversarial margin surrogate family, such that
Φ̃ρ,u,j

01 ≤ Φ̃smth,u
01 . We derive the smooth adversarial surro-

gate losses in Lemma 5.3.
Lemma 5.3 (Smooth Adversarial Surrogate Losses). Let
x ∈ X denote the clean input and hyperparameters ρ > 0
and ν > 0. We define the smooth adversarial surrogate
losses as:

Φ̃smth,u
01 (r, x, j) = Φu

01(
r

ρ
, x, j)

+ ν sup
x′
j∈Bp(x,γ)

∥∆r(x
′
j , j)−∆r(x, j)∥2.

For completeness, the proof is provided in Appendix D.3.
For x ∈ X , define ∆r(x, j, j

′) = r(x, j) − r(x, j′),
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and let ∆r(x, j) denote the J-dimensional vec-
tor

(
∆r(x, j, 0), . . . ,∆r(x, j, j − 1),∆r(x, j, j +

1), . . . ,∆r(x, j, J)
)
. The first term, Φu

01(r/ρ, x, j),
corresponds to the multiclass surrogate losses modulated
by the coefficient ρ > 0. The second term incorporates
adversarial evaluations x′j ∈ Bp(x, γ) for each agent
j ∈ A, with a smooth adversarial component scaled by
the coefficient ν > 0 (Awasthi et al., 2023; Mao et al.,
2023b). The coefficients (ρ, ν) are typically selected
through cross-validation to balance allocation performance
and robustness against adversarial perturbations.

Using the smooth adversarial surrogate family from
Lemma 5.3, we define the smooth adversarial deferral sur-
rogate (SAD) family Φ̃smth,u

def : R × G ×M × Z → R+,
which is convex, non-negative, and serves as an upper bound
for ℓ̃def by construction. The formal definition of our novel
surrogates is given as:

Lemma 5.4 (SAD: Smooth Adversarial Deferral Surrogate
Losses). Let x ∈ X denote the clean input and τj the
aggregated cost. Then, the smooth adversarial surrogate
family (or SAD) Φ̃smth,u

def is defined as:

Φ̃smth,u
def (r, g,m, z) =

J∑
j=0

τj(g(x),m(x), z)Φ̃smth,u
01 (r, x, j).

The proof is provided in Appendix D.4. While the smooth
adversarial deferral surrogate family (SAD) provides a
smooth and computationally efficient approximation of the
adversarial true deferral loss, the question of its consistency
remains a critical consideration (Zhang, 2002; Bartlett et al.,
2006).

5.2. Theoretical Guarantees

To establish the theoretical foundations of SAD, we prove
the Bayes-consistency and (R,G)-consistency of the adver-
sarial margin deferral surrogate family Φ̃ρ,u

def (Lemma 5.2).
Furthermore, we demonstrate that these guarantees natu-
rally extend to a regularized empirical formulation of SAD,
referred to as SARD.

(R,G)-consistency bounds of Φ̃ρ,u
def : A key foundational

step involves demonstrating theR-consistency of the j-th
adversarial margin surrogate losses Φ̃ρ,u,j

01 , under the as-
sumption thatR is symmetric and that there exists a rejector
r ∈ R that is locally ρ-consistent.

Definition 5.5 (Locally ρ-consistent). A hypothesis setR
is locally ρ-consistent if, for any x ∈ X , there exists a
hypothesis r ∈ R such that:

inf
x′∈Bp(x,γ)

|r(x′, i)− r(x′, j)| ≥ ρ,

where ρ > 0, i ̸= j ∈ A, and x′ ∈ Bp(x, γ). Additionally,
for any x′ ∈ Bp(x, γ), the set {r(x′, j) : j ∈ A} preserves
the same ordering as for x.

As shown in Awasthi et al. (2022); Mao et al. (2023b);
Awasthi et al. (2023), commonly used hypothesis sets, such
as linear models, neural networks, and the set of all mea-
surable functions, are locally ρ-consistent for some ρ > 0.
Consequently, the guarantees established in Lemma 5.6 are
general and broadly applicable across diverse practical set-
tings. The proof of Lemma 5.6 is deferred to Appendix D.5.

Lemma 5.6 (R-consistency bounds for Φ̃ρ,u,j
01 ). Assume

R is symmetric and locally ρ-consistent. Then, for the
agent set A, any hypothesis r ∈ R, and any distribution P
with probabilities p = (p0, · · · , pJ) ∈ ∆|A|, the following
inequality holds:∑
j∈A

pj ℓ̃
j
01(r, x, j)− inf

r∈R

∑
j∈A

pj ℓ̃
j
01(r, x, j) ≤

Ψu(1)
(∑

j∈A
pjΦ̃

ρ,u,j
01 (r, x, j)− inf

r∈R

∑
j∈A

pjΦ̃
ρ,u,j
01 (r, x, j)

)
.

Lemma 5.6 establishes the consistency of the j-th adver-
sarial margin surrogate family Φ̃ρ,u,j

01 for probabilities
pj ∈ ∆|A|, explicitly incorporating adversarial inputs de-
fined for each j ∈ A. This result distinguishes our contri-
bution from prior works (Mao et al., 2023b; Awasthi et al.,
2023; 2022), which do not address adversarial inputs at the
level of the distribution (dependent on j). By addressing
this limitation, Lemma 5.6 provides a critical theoretical
guarantee, demonstrating that the j-th adversarial margin
surrogate family Φ̃ρ,u,j

01 aligns with the adversarial loss ℓ̃j01
under the specified assumptions.

Building on the foundational result of Lemma 5.6, we prove
the Bayes and (R,G)-consistency of the adversarial margin
deferral surrogate losses. The proof of Theorem 5.7 is
provided in Appendix D.6.

Theorem 5.7 ((R,G)-consistency bounds of Φ̃ρ,u
def ). LetR

be symmetric and locally ρ-consistent. Then, for the agent
set A, any hypothesis r ∈ R, and any distribution D, the
following holds for a multi-task model g ∈ G:

Eℓ̃def
(r, g)− EB

ℓ̃def
(R,G) + Uℓ̃def

(R,G) ≤

Ψu(1)
(
EΦ̃ρ,u

def
(r)− E∗

Φ̃ρ,u
def

(R) + UΦ̃ρ,u
def

(R)
)

+ Ec0(g)− EBc0(G) + Uc0(G).

Theorem 5.7 establishes the consistency of the adversar-
ial margin deferral surrogate family Φ̃ρ,u

def , ensuring its
alignment with the true adversarial deferral loss ℓ̃def. The
minimizability gaps derived in Theorem 5.7 vanish when
R = Rall and G = Gall (Steinwart, 2007; Awasthi et al.,
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2022). Under the assumption that these gaps vanish, the
following holds:

Eℓ̃def
(r, g)− EB

ℓ̃def
(R,G) ≤ Ec0(g)− EBc0(G)

+ Ψu(1)
(
EΦ̃ρ,u

def
(r)− E∗

Φ̃ρ,u
def

(R)
)
.

(8)

After offline training of the multi-task model, we assume
that the excess c0-risk is bounded as Ec0(g)− EBc0(G) ≤ ϵ0.
Similarly, after training the rejector, the excess risk of the
surrogate satisfies EΦ̃ρ,u

def
(r)− E∗

Φ̃ρ,u
def

(R) ≤ ϵ1. Under these

conditions, the ℓdef-excess risk is bounded as Eℓ̃def
(r, g) −

EB
ℓ̃def

(R,G) ≤ ϵ0 + Ψu(1)ϵ1, establishing both the Bayes-
consistency and (R,G)-consistency of the surrogate losses
Φ̃ρ,u

def .

Building on the theoretical guarantees of the non-convex
family Φ̃ρ,u

def , we introduce a smooth adversarial regularized
deferral (SARD) algorithm. SARD extends the standard
SAD framework by incorporating a regularization term that
enhances stability and robustness. Despite this modification,
SARD preserves the key theoretical guarantees of Φ̃ρ,u

def ,
ensuring consistency and minimizability under the same
conditions (Mao et al., 2023b; Awasthi et al., 2023).

Guarantees for SARD: Using the fact that Φ̃smth,u
01 ≥

Φ̃ρ,u,j
01 , we establish guarantees for our smooth adversarial

deferral surrogate family Φ̃smth,u
def under the same conditions.

Corollary 5.8 (Guarantees for SAD). AssumeR is symmet-
ric and locally ρ-consistent. Then, for the agent set A, any
hypothesis r ∈ R, and any distribution D, the following
holds for a multi-task model g ∈ G:

Eℓ̃def
(r, g)− EB

ℓ̃def
(R,G) + Uℓ̃def

(R,G) ≤

+Ψu(1)
(
EΦ̃smth,u

def
(r)− E∗

Φ̃ρ,u
def

(R) + UΦ̃ρ,u
def

(R)
)

+ Ec0(g)− EBc0(G) + Uc0(G).

Corollary 5.8 establishes that SAD shows similar consis-
tency properties under the given conditions, with the mini-
mizability gap vanishing for R = Rall and G = Gall. This
motivates the development of an adversarial robustness al-
gorithm based on minimizing a regularized empirical for-
mulation of SAD, referred to as SARD.
Proposition 5.9 (SARD: Smooth Adversarial Regularized
Deferral Algorithm). AssumeR is symmetric and locally ρ-
consistent. For a regularizer Ω and hyperparameter η > 0,
the regularized empirical risk minimization problem for
SARD is:

min
r∈R

[
1

K

K∑
k=1

Φ̃smth,u
def (r, g,m, zk) + ηΩ(r)

]
.

The pseudo-code for SARD is provided in Appendix C.

6. Experiments
We evaluate the robustness of SARD against state-of-the-art
two-stage L2D frameworks across three tasks: classifica-
tion, regression, and multi-task learning. Our experiments
reveal that while existing baselines achieve slightly higher
performance under clean conditions, they suffer from se-
vere performance degradation under adversarial attacks. In
contrast, SARD consistently maintains high performance,
demonstrating superior robustness to both untargeted and
targeted attacks. To the best of our knowledge, this is the
first study to address adversarial robustness within the con-
text of Learning-to-Defer.

6.1. Multiclass Classification Task

We compare our robust SARD formulation against the
method introduced by Mao et al. (2023a) on the CIFAR-100
dataset (Krizhevsky, 2009).

Setting: Categories were assigned to three experts with
a correctness probability p = 0.94, while the remaining
probability was uniformly distributed across the other cat-
egories, following the approach in (Mozannar & Sontag,
2020; Verma et al., 2022; Cao et al., 2024). To further
evaluate robustness, we introduced a weak expert M3, with
only a few assigned categories, and assumed that the at-
tacker is aware of this weakness. Agent costs are de-
fined as c0(h(x), y) = ℓ01(h(x), y) for the model and
cj>0(m

h
j (x), y) = ℓ01(m

h
j (x), y), aligned with (Mozannar

& Sontag, 2020; Mozannar et al., 2023; Verma et al., 2022;
Cao et al., 2024; Mao et al., 2023a). Both the model and
the rejector were implemented using ResNet-4 (He et al.,
2015). The agents’ performance, additional training details,
and experimental results are provided in Appendix E.1.

Baseline Clean Untarg. Targ. M1 Targ. M2 Targ. M3

Mao et al. (2023a) 72.8± 0.4 17.2± 0.2 54.4± 0.1 45.4± 0.1 13.4± 0.1

Our 67.0± 0.4 49.8± 0.3 62.4± 0.3 62.1± 0.2 64.8± 0.3

Table 1. Comparison of accuracy results between the proposed
SARD and the baseline (Mao et al., 2023a) on the CIFAR-100
validation set, including clean and adversarial scenarios.

Results: The results in Table 6.1 underscore the robust-
ness of our proposed SARD algorithm. While the baseline
achieves a higher clean accuracy (72.8% vs. 67.0%), this
comes at the cost of extreme vulnerability to adversarial
attacks. In contrast, SARD prioritizes robustness, signif-
icantly outperforming the baseline under adversarial con-
ditions. Specifically, in the presence of untargeted attacks,
SARD retains an accuracy of 49.8%, a 2.9 times improve-
ment over the baseline’s sharp decline to 17.2%. Similarly,
under targeted attacks aimed at the weak expert M3, our
method achieves 64.8% accuracy, a stark contrast to the
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baseline’s 13.4%, highlighting SARD’s ability to counteract
adversarial exploitation of weak experts. These findings
validate the efficacy of SARD in preserving performance
across diverse attack strategies.

6.2. Regression Task

We evaluate the performance of SARD against the method
proposed by Mao et al. (2024d) using the California Housing
dataset involving median house price prediction (Kelley
Pace & Barry, 1997).

Setting: We train three experts, each implemented as an
MLP, specializing in a specific subset of the dataset based
on a predefined localization criterion. Among these, expert
M3 is designed to specialize in a smaller region, resulting
in comparatively weaker overall performance. Agent costs
for regression are defined as c0(f(x), t) = RMSE(f(x), t)
for the model and cj>0(m

f
j (x), t) = RMSE(mf

j (x), t),
aligned with (Mao et al., 2024d). Both the model and the
rejector are trained on the full dataset using MLPs. We pro-
vide detailed agent performance results, training procedures,
and additional experimental details in Appendix E.2.

Baseline Clean Untarg. Targ. M1 Targ. M2 Targ. M3

Mao et al. (2024d) 0.17± 0.01 0.29± 0.3 0.40± 0.02 0.21± 0.01 0.41± 0.05

Our 0.17± 0.01 0.17± 0.01 0.18± 0.01 0.18± 0.01 0.18± 0.01

Table 2. Performance comparison of SARD with the baseline (Mao
et al., 2024d) on the California Housing dataset. The table reports
Root Mean Square Error (RMSE).

Results: Table 6.2 presents the comparative performance
of the baseline and SARD under clean and adversarial condi-
tions. Under clean settings, both approaches achieve similar
performance with an RMSE of 0.17. However, under ad-
versarial attacks—both untargeted and targeted at specific
experts (e.g., M3)—SARD demonstrates significant robust-
ness, maintaining an RMSE of 0.18 across all conditions.
In contrast, the baseline’s performance degrades substan-
tially, with RMSE values increasing to 0.29 and 0.41 under
untargeted and M3-targeted attacks, respectively.

6.3. Multi-Task

We evaluate the performance of our robust SARD algorithm
against the baseline introduced by Montreuil et al. (2024)
on the Pascal VOC dataset (Everingham et al., 2010), a
benchmark for object detection tasks combining both inter-
dependent classification and regression objectives.

Setting: We train two Faster R-CNN models (Ren et al.,
2016) as experts, each specializing in a distinct subset of
the dataset. Expert M1 is trained exclusively on images
containing animals, while expert M2 focuses on images

with vehicles. Agent costs are defined as c0(g(x), z) =
mAP(g(x), z) for the model and cj>0(mj(x), z) =
mAP(mj(x), z), aligned with (Montreuil et al., 2024).
The primary model and the rejector are implemented as
lightweight versions of Faster R-CNN using MobileNet
(Howard et al., 2017). We provide detailed performance
results, training procedures, and additional experimental
details in Appendix E.3.

Baseline Clean Untarg. Targ. M1 Targ. M2

Montreuil et al. (2024) 44.4± 0.4 9.7± 0.1 17.4± 0.2 20.4± 0.2

Our 43.9± 0.4 39.0± 0.3 39.7± 0.3 39.5± 0.3

Table 3. Performance comparison of SARD with the baseline
(Montreuil et al., 2024) on the Pascal VOC dataset. The table
reports mean Average Precision (mAP) under clean and adversar-
ial scenarios.

Results: Table 6.3 presents the performance comparison
between SARD and the baseline under clean and adversar-
ial scenarios. Both methods perform comparably in clean
conditions, with the baseline achieving a slightly higher
mAP of 44.4 compared to 43.9 for SARD. However, under
adversarial scenarios, the baseline experiences a significant
performance drop, with mAP decreasing to 9.7 in untar-
geted attacks and 17.4 in targeted attacks on M1. In con-
trast, SARD demonstrates strong robustness, maintaining
mAP scores close to the clean setting across all attack types.
Specifically, SARD achieves an mAP of 39.0 under untar-
geted attacks and 39.7 when targeted at M1, highlighting its
resilience to adversarial perturbations.

7. Conclusion
In this paper, we address the critical and previously under-
explored problem of adversarial robustness in two-stage
Learning-to-Defer systems. We introduce two novel ad-
versarial attack strategies—untargeted and targeted—that
exploit inherent vulnerabilities in existing L2D frameworks.
To mitigate these threats, we propose R-ADVs-L2D, a ro-
bust deferral algorithm that provides theoretical guarantees
based on Bayes consistency and (R,G)-consistency. We
evaluate our approach across classification, regression, and
multi-task scenarios. Our experiments demonstrate the ef-
fectiveness of the proposed adversarial attacks in signif-
icantly degrading the performance of existing two-stage
L2D baselines. In contrast, R-ADVs-L2D exhibits strong
robustness against these attacks, consistently maintaining
high performance.
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Impact Statement
This paper introduces methods to improve the adversar-
ial robustness of two-stage Learning-to-Defer frameworks,
which allocate decision-making tasks between AI systems
and human experts. The work has the potential to advance
the field of Machine Learning, particularly in high-stakes
domains such as healthcare, finance, and safety-critical sys-
tems, where robustness and reliability are essential. By mit-
igating vulnerabilities to adversarial attacks, this research
ensures more secure and trustworthy decision-making pro-
cesses.

The societal implications of this work are largely positive, as
it contributes to enhancing the reliability and fairness of AI
systems. However, as with any advancement in adversarial
robustness, there is a potential for misuse if adversarial
strategies are exploited for harmful purposes. While this
paper does not directly address these ethical concerns, we
encourage further exploration of safeguards and responsible
deployment practices in future research.

No immediate or significant ethical risks have been iden-
tified in this work, and its societal impacts align with the
well-established benefits of improving robustness in Ma-
chine Learning systems.
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A. Notation and Preliminaries for the Appendices
We summarize the key notations and concepts introduced in the main text:

Input Space and Outputs:

• X : Input space for x ∈ X .

• Q: Latent representation q ∈ Q.

• Y = {1, . . . , n}: Categorical output space for classification tasks.

• T ⊆ R: Continuous output space for regression tasks.

• Z = X × Y × T : Combined space of inputs and labels.

Learning-to-Defer Setting:

• A = {0} ∪ [J ]: Set of agents, where 0 refers to the primary model g = (h, f), and J denotes the number of experts.

• mj(x) = (mh
j (x),m

f
j (x)): Predictions by expert j, where mh

j (x) ∈ Y is a categorical prediction and mf
j (x) ∈ T is a

regression estimate.

• c0(g(x), z) = ψ(g(x), z): The cost associated to the multi-task model.

• cj>0(m(x), z) = ψ(m(x), z) + βj : The cost associated to the expert j with query cost βj ≥ 0.

• ψ : Y × T × Z → R+: Quantify the prediction’s quality.

Hypothesis Sets:

• W: Set of backbones w : X → Q.

• H: Set of classifiers h : Q× Y → R.

• F : Set of regressors f : Q → T .

• G: Single multi-head network G = {g : g(x) = (h ◦ w(x), f ◦ w(x)) | w ∈ W, h ∈ H, f ∈ F}.

• R: Set of rejectors r : X → A.

Adversarial Definitions:

• x′j ∈ Bp(x, γ): the adversarial input for the agent j ∈ A in the p-norm ball Bp(x, γ) = {x′j ∈ X | ∥x′j − x∥p ≤ γ}

• ℓ̃j01(r, x, j) = supx′
j∈Bp(x,γ) ℓ01(r, x

′
j , j): j-th Adversarial multiclass loss.

• Φ̃ρ,u,j
01 (r, x, j) = supx′

j∈Bp(x,γ) Ψ
u
(∑

j′ ̸=j Ψρ

(
r(x′j , j

′)− r(x′j , j)
))

: j-th Adversarial margin surrogate losses,

providing a differentiable proxy for ℓ̃j01.

This notation will be consistently used throughout the appendices to ensure clarity and coherence in theoretical and empirical
discussions.
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B. Attacks Illustration
B.1. Untargeted Attack

Two-Stage L2D

Adversarial input

Malicious Attacker Non Accurate Expert

Object Detection model

Untargeted: maximizing errors 

Fracture

No Fracture

Fracture

Accurate Expert

Figure 1. Untargeted Attack: The malicious attacker perturbs the input to increase the probability that the query is assigned to a less
accurate expert, thereby maximizing classification errors. Rather than targeting a specific expert, the attack injects adversarial noise to
disrupt the expert allocation process, leading to erroneous routing and degraded decision-making.

B.2. Targeted Attack

Fracture

Fracture

Fracture

Two-Stage L2D

Adversarial input

Malicious Attacker

Expert

Object Detection model

Target: Attacker’s associate

Attacker’s associate

Figure 2. Targeted Attack: The malicious attacker perturbs the input to increase the probability that the query is assigned to its associated
agent. By manipulating the L2D system to systematically route queries to this associate, the adversary ensures that the associate receives a
higher volume of queries, thereby increasing its earnings.
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C. Algorithm

Algorithm 1 SARD Algorithm
Input: Dataset {(xk, yk, tk)}Kk=1, multi-task model g ∈ G, experts m ∈M, rejector r ∈ R, number of epochs EPOCH,
batch size BATCH, adversarial parameters (ρ, ν), regularizer parameter η, learning rate λ.
Initialization: Initialize rejector parameters θ.
for i = 1 to EPOCH do

Shuffle dataset {(xk, yk, tk)}Kk=1.
for each mini-batch B ⊂ {(xk, yk, tk)}Kk=1 of size BATCH do

Extract input-output pairs z = (x, y, t) ∈ B.
Query model g(x) and experts m(x). {Agents have been trained offline and fixed}
Evaluate costs c0(g(x), z) and cj>0(m(x), z). {Compute costs}
for j = 0 to J do

Evaluate rejector score r(x, j). {Rejection score of agent j}
Generate adversarial input x′j = x+ δj with δj ∈ Bp(x, γ). {ℓp-ball perturbation for agent j}
Run PGD attack on x′j :

supx′
j∈Bp(x,γ) ∥∆r(x

′
j , j)−∆r(x, j)∥2. {Smooth robustness evaluation}

Compute Adversarial Smooth surrogate losses Φ̃smth,u
01 (r, x, j).

end for
Compute the regularized empirical risk minimization:
Ê Ω
Φdef

(r; θ) = 1
BATCH

∑
z∈B

[
Φ̃smth,u

def (r, g,m, z)
]
+ ηΩ(r).

Update parameters θ:
θ ← θ − λ∇θÊ Ω

Φdef
(r; θ). {Gradient update}

end for
end for
Return: trained rejector model r∗.

D. Proof Adversarial Robustness in Two-Stage Learning-to-Defer
D.1. Proof Lemma 5.1

Lemma 5.1 (Adversarial True Deferral Loss). Let x ∈ X denote the clean input, cj the cost associated with agent j ∈ A,
and τj the aggregated cost. The adversarial true deferral loss ℓ̃def is defined as:

ℓ̃def(r, g,m, z) =

J∑
j=0

τj(g(x),m(x), z)ℓ̃j01(r, x, j)

+ (1− J)
J∑

j=0

cj(g(x),mj(x), z).

Proof. In adversarial training, the objective is to optimize the worst-case scenario of the objective function under adversarial
inputs x′ ∈ Bp(x, γ). For our case, we start with the standard L2D loss for the two-stage setting (Mao et al., 2024d;
Montreuil et al., 2024):

ℓdef(r, g,m, z) =

J∑
j=0

cj(g(x),mj(x), z)1r(x)=j

=

J∑
j=0

τj(g(x),m(x), z)1r(x)̸=j + (1− J)
J∑

j=0

cj(g(x),mj(x), z)

(9)
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using

τj(g(x),m(x), z) =

{∑J
i=1 ci(mi(x), z) if j = 0

c0(g(x), z) +
∑J

i=1 ci(mi(x), z)1i̸=j otherwise
(10)

Next, we derive an upper bound for Equation (9) by considering the supremum over all adversarial perturbations x′ ∈
Bp(x, γ), under the fact that the attack is solely on the rejector r ∈ R:

ℓdef(r, g,m, z) ≤ sup
x′∈Bp(x,γ)

( J∑
j=0

τj(g(x),m(x), z)1r(x′ )̸=j

)
+ (1− J)

J∑
j=0

cj(g(x),mj(x), z) (11)

However, the formulation in Equation (11) does not fully capture the worst-case scenario in L2D. Specifically, this
formulation might not result in a robust approach, as it does not account for the adversarial input x′j ∈ Bp(x, γ) that
maximizes the loss for every agent j ∈ A. Incorporating this worst-case scenario, we obtain:

ℓdef(r, g,m, z) ≤
J∑

j=0

τj(g(x),m(x), z) sup
x′
j∈Bp(x,γ)

1r(x′
j )̸=j + (1− J)

J∑
j=0

cj(g(x),mj(x), z) (12)

Thus, formulating with the margin loss ρr(x, j) = r(x, j)−maxj′ ̸=j r(x, j
′), leads to the desired result:

ℓ̃def(r, g,m, z) =

J∑
j=0

τj(g(x),m(x), z) sup
x′
j∈Bp(x,γ)

1ρr(x′
j ,j)≤0 + (1− J)

J∑
j=0

cj(g(x),mj(x), z)

=

J∑
j=0

τj(g(x),m(x), z)ℓ̃j01(r, x, j) + (1− J)
J∑

j=0

cj(g(x),mj(x), z)

(13)

with ℓ̃j01(r, x, j) = supx′
j∈Bp(x,γ) 1ρr(x′

j ,j)≤0

D.2. Proof Lemma 5.2

Lemma 5.2 (Adversarial Margin Deferral Surrogate Losses). Let x ∈ X denote the clean input and τj the aggregated cost.
The adversarial margin deferral surrogate losses Φ̃ρ,u

def are then defined as:

Φ̃ρ,u
def (r, g,m, z) =

J∑
j=0

τj(g(x),m(x), z)Φ̃ρ,u,j
01 (r, x, j).

Proof. Referring to adversarial true deferral loss defined in Lemma 5.1, we have:

ℓ̃def(r, g,m, z) =

J∑
j=0

τj(g(x),m(x), z) sup
x′
j∈Bp(x,γ)

1ρr(x′
j ,j)≤0 + (1− J)

J∑
j=0

cj(g(x),mj(x), z)

=

J∑
j=0

τj(g(x),m(x), z)ℓ̃j01(r, x, j) + (1− J)
J∑

j=0

cj(g(x),mj(x), z)

By definition, Φ̃ρ,u,j
01 upper bounds the j-th adversarial classification loss ℓ̃j01, leading to:

ℓ̃def(r, g,m, z) ≤
J∑

j=0

τj(g(x),m(x), z)Φ̃ρ,u,j
01 (r, x, j) + (1− J)

J∑
j=0

cj(g(x),mj(x), z) (14)

Then, dropping the term that does not depend on r ∈ R, leads to the desired formulation:

Φ̃ρ,u
def (r, g,m, z) =

J∑
j=0

τj(g(x),m(x), z)Φ̃ρ,u,j
01 (r, x, j) (15)
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D.3. Proof Lemma 5.3

Lemma 5.3 (Smooth Adversarial Surrogate Losses). Let x ∈ X denote the clean input and hyperparameters ρ > 0 and
ν > 0. We define the smooth adversarial surrogate losses as:

Φ̃smth,u
01 (r, x, j) = Φu

01(
r

ρ
, x, j)

+ ν sup
x′
j∈Bp(x,γ)

∥∆r(x
′
j , j)−∆r(x, j)∥2.

Proof. Let x ∈ X denote an input and x′j ∈ Bp(x, γ) an adversarially perturbed input within an ℓp-norm ball of radius γ
for each agent. Let r ∈ R be a rejector. We now define the composite-sum ρ-margin losses for both clean and adversarial
scenarios:

Φρ,u
01 (r, x, j) = Ψu

∑
j′ ̸=j

Ψρ

(
r(x, j′)− r(x, j)

)
Φ̃ρ,u,j

01 (r, x, j) = sup
x′
j∈Bp(x,γ)

Ψu

∑
j′ ̸=j

Ψρ

(
r(x′j , j

′)− r(x′j , j)
) (16)

where Ψe(v) = exp(−v). For u > 0, the transformation Ψu is defined as:

Ψu=1(v) = log(1 + v), Ψu ̸=1(v) =
1

1− u
[
(1− v)1−u − 1

]
It follows that for all u > 0 and v ≥ 0, we have

∣∣∂Ψu

∂v (v)
∣∣ = 1

(1+v)u ≤ 1 ensuring that Ψu is 1-Lipschitz over R+ (Mao
et al., 2023b).

Define ∆r(x, j, j
′) = r(x, j)− r(x, j′) and let ∆r(x, j) denote the J-dimensional vector:

∆r(x, j) =
(
∆r(x, j, 0), . . . ,∆r(x, j, j − 1),∆r(x, j, j + 1), . . . ,∆r(x, j, J)

)
For any u > 0, with Ψu non-decreasing and 1-Lipschitz:

Φ̃ρ,j
01 (r, x, j) ≤ Φρ,u

01 (r, x, j) + sup
x′
j∈Bp(x,γ)

∑
j′ ̸=j

(
Ψρ

(
−∆r(x

′
j , j, j

′)
)
−Ψρ

(
−∆r(x, j, j

′)
))

(17)

Since Ψρ(z) is 1
ρ -Lipschitz, by the Cauchy-Schwarz inequality and for ν ≥

√
n−1
ρ ≥ 1

ρ :

Φ̃ρ,u,j
01 (r, x, j) ≤ Φρ,u

01 (r, x, j) + ν sup
x′
j∈Bp(x,γ)

∥∆r(x
′
j , j)−∆r(x, j)∥2 (18)

Using Φu
01(r, x, y) = Ψu

(∑
y′ ̸=y Ψe(r(x, y)− r(x, y′))

)
with Ψe(v) = exp(−v) and the fact that Ψe(v/ρ) ≥ Ψρ(v), we

obtain:

Φ̃ρ,u,j
01 (r, x, j) ≤ Φu

01

(
r

ρ
, x, j

)
+ ν sup

x′
j∈Bp(x,γ)

∥∆r(x
′
j , j)−∆r(x, j)∥2 (19)

Finally, we have the desired smooth surrogate losses upper-bounding Φ̃smth,u
01 ≥ Φ̃ρ,u,j

01 :

Φ̃smth,u
01 (r, x, j) = Φu

01

(
r

ρ
, x, j

)
+ ν sup

x′
j∈Bp(x,γ)

∥∆r(x
′
j , j)−∆r(x, j)∥2 (20)
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D.4. Proof Lemma 5.4

Lemma 5.4 (SAD: Smooth Adversarial Deferral Surrogate Losses). Let x ∈ X denote the clean input and τj the aggregated
cost. Then, the smooth adversarial surrogate family (or SAD) Φ̃smth,u

def is defined as:

Φ̃smth,u
def (r, g,m, z) =

J∑
j=0

τj(g(x),m(x), z)Φ̃smth,u
01 (r, x, j).

Proof. Using Lemma 5.2, we have:

Φ̃ρ,u
def (r, g,m, z) =

J∑
j=0

τj(g(x),m(x), z)Φ̃ρ,j
01 (r, x, j) (21)

Since Φ̃ρ,u,j
01 ≤ Φ̃smth,u

01 by Lemma 5.3, we obtain:

Φ̃smth,u
def (r, g,m, z) =

J∑
j=0

τj(g(x),m(x), z)Φ̃smth,u
01 (r, x, j) (22)

D.5. Proof Lemma 5.6

Lemma 5.6 (R-consistency bounds for Φ̃ρ,u,j
01 ). AssumeR is symmetric and locally ρ-consistent. Then, for the agent set A,

any hypothesis r ∈ R, and any distribution P with probabilities p = (p0, · · · , pJ) ∈ ∆|A|, the following inequality holds:∑
j∈A

pj ℓ̃
j
01(r, x, j)− inf

r∈R

∑
j∈A

pj ℓ̃
j
01(r, x, j) ≤

Ψu(1)
(∑

j∈A
pjΦ̃

ρ,u,j
01 (r, x, j)− inf

r∈R

∑
j∈A

pjΦ̃
ρ,u,j
01 (r, x, j)

)
.

Proof. We define the margin as ρr(x, j) = r(x, j)−maxj′ ̸=j r(x, j
′), which quantifies the difference between the score

of the j-th dimension and the highest score among all other dimensions. Starting from this, we can define a space
Rγ(x) = {r ∈ R : infx′∈Bp(x,γ) ρr(x

′, r(x)) > 0} for Bp(x, γ) = {x′ | ∥x′ − x∥p ≤ γ} representing hypothesis that
correctly classifies the adversarial input. By construction, we have that x′j ∈ Bp(x, γ).

In the following, we will make use of several notations. Let p(x) = (p(x, 0), . . . , p(x, J)) denote the probability distribution
over A at point x ∈ X . We sort these probabilities {p(x, j) : j ∈ A} in increasing order p[0](x) ≤ p[1](x) ≤ · · · ≤ p[J](x).
LetR be a hypothesis class for the rejector r ∈ R with r : X ×A → R. We assume this hypothesis class to be symmetric
implying that for any permutation π of A and any r ∈ R, the function rπ defined by rπ(x, j) = r(x, π(j)) is also inR for
j ∈ A. We similarly have r ∈ R, such that r(x, {0}rx), r(x, {1}rx), · · · , r(x, {J}rx) sorting the scores {r(x, j) : j ∈ A} in
increasing order.

For R symmetric and locally ρ-consistent, there exists r∗ ∈ R with the same ordering of the j ∈ A, regardless of any
x′j ∈ Bp(x, γ). This implies infx′

j∈Bp(x,γ) |r∗(x′j , q) − r∗(x′j , q′)| ≥ ρ for ∀q′ ̸= q ∈ A. Using the symmetry of R, we
can find a r∗ with the same ordering of j ∈ A, i.e. p(x, {k}r∗x ) = p[k](x) for any k ∈ A:

∀j ∈ A, r∗(x′j , {0}r
∗

x′
j
) ≤ r∗(x′j , {1}r

∗

x′
j
) ≤ · · · ≤ r∗(x′j , {J}r

∗

x′
j
) (23)

We introduce a new notation ξ′k = x′{k} corresponding to the k-th ordered adversarial input. For instance, if we have an
ordered list {r∗(x′2, 2), r∗(x′0, 0), r∗(x′1, 1)}, using the notation we have {r∗(ξ′0, {0}r

∗

ξ′0
), r∗(ξ′1, {1}r

∗

ξ′1
), r∗(ξ′2, {2}r

∗

ξ′2
)}.
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We define a conditional risk CΦ̃ρ,u,j
01

parameterized by the probability pj ∈ ∆|A| along with its optimum:

CΦ̃ρ,u,j
01

(r, x) =
∑
j∈A

pjΦ̃
ρ,u,j
01 (r, x, j)

C∗
Φ̃ρ,u,j

01

(R, x) = inf
r∈R

∑
j∈A

pjΦ̃
ρ,u,j
01 (r, x, j)

(24)

The optimum C∗
Φ̃ρ,u,j

01

is challenging to characterize directly. To address this, we instead derive an upper bound by analyzing

CΦ̃ρ,u,j
01

(r∗, x). In what follows, the mapping from j to i is defined based on the rank of p(x, j) within the sorted list
{p[i](x)}.

C∗
Φ̃ρ,u,j

01

(R, x) ≤ CΦ̃ρ,u,j
01

(r∗, x)

=
∑
j∈A

p(x, j) sup
x′
j∈Bp(x,γ)

Ψu

( ∑
j′∈A
j′ ̸=j

Ψρ

(
r∗(x′j , j)− r∗(x′j , j′)

))

=

J∑
i=0

sup
ξ′i∈Bp(x,γ)

p(x, {i}r
∗

ξ′i
)Ψu

(
i−1∑
j=0

Ψρ

(
r∗(ξ′i, {i}r

∗

ξ′i
)− r∗(ξ′i, {j}r

∗

ξ′i
)
)

+

J∑
j=i+1

Ψρ

(
r∗(ξ′i, {i}r

∗

ξ′i
)− r∗(ξ′i, {j}r

∗

ξ′i
)
))

=

J∑
i=0

sup
ξ′i∈Bp(x,γ)

p(x, {i}r
∗

ξ′i
)Ψu

(
i−1∑
j=0

Ψρ

(
r∗(ξ′i, {i}r

∗

ξ′i
)− r∗(ξ′i, {j}r

∗

ξ′i
)
)
+ J − i

)
(Ψρ(t) = 1,∀t ≤ 0)

=

J∑
i=0

sup
ξ′i∈Bp(x,γ)

p(x, {i}r
∗

ξ′i
)Ψu(J − i) (Ψρ(v) = 0,∀v ≥ ρ and inf

x′
j∈Bp(x,γ)

|r∗(x′j , q)− r∗(x′j , q′)| ≥ ρ)

=

J∑
i=0

p[i](x)Ψ
u(J − i) (r∗ and p(x) same ordering of j ∈ A)

(25)

Then, assumingRγ(x) ̸= ∅ andR symmetric, we have:

∆CΦ̃ρ,u,j
01

(r, x) = CΦ̃ρ,u,j
01

(r, x)− C∗
Φ̃ρ,u,j

01

(R, x) ≥ CΦ̃ρ,u,j
01

(r, x)− CΦ̃ρ,u,j
01

(r∗, x)

≥
J∑

i=0

sup
ξ′i∈Bp(x,γ)

p(x, {i}rξ′i)Ψ
u

(
i−1∑
j=0

Ψρ

(
r(ξ′i, {i}ξ′i)− r(ξ

′
i, {j}ξ′i)

)
+ J − i

)
−
( J∑

i=0

p[i](x)Ψ
u(J − i)

)
(26)
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Then, for Ψρ non negative, Ψρ(v) = 1 for v ≤ 0, and Ψu non-decreasing, we have that:

∆CΦ̃ρ,u,j
01

(r, x) ≥ Ψu(1)p(x, r(x))1r/∈Rγ(x)
+

J∑
i=0

sup
ξ′i∈Bp(x,γ)

p(x, {i}rξ′i)Ψ
u(J − i)−

( J∑
i=0

p[i](x)Ψ
u(J − i)

)
≥ Ψu(1)p(x, r(x))1r/∈Rγ(x)

−
J∑

i=0

p[i](x)Ψ
u(J − i) +

J∑
i=0

p(x, {i}rx)Ψu(J − i) (supξ′i∈Bp(x,γ)
p(x, {i}rξ′i) ≥ p(x, {i}

r
x))

= Ψu(1)p(x, r(x))1r/∈Rγ(x)
+Ψu(1)

(
max
j∈A

p(x, j)− p(x, r(x))

)
+


Ψu(1)
Ψu(1)
Ψu(2)

...
Ψu(J)

 ·


p(x, {J}rx)
p(x, {J − 1}rx)
p(x, {J − 2}rx)

...
p(x, {0}rx)



−


Ψu(1)
Ψu(1)
Ψu(2)

...
Ψu(J)

 ·

p[J](x)
p[J−1](x)
p[J−2](x)

...
p[0](x)



Rearranging terms for Ψu(1) ≤ Ψu(1) ≤ Ψu(2) ≤ · · · ≤ Ψu(J) and similarly for probabilities p[J](x) ≥ · · · ≥ p[0](x),
leads to:

∆CΦ̃ρ,u,j
01

(r, x) ≥ Ψu(1)p(x, r(x))1r/∈Rγ(x)
+Ψu(1)

(
max
j∈A

p(x, j)− p(x, r(x))

)

= Ψu(1)

(
max
j∈A

p(x, j)− p(x, r(x))1r∈Rγ(x)

) (27)

for any r ∈ R, we have:

∆Cℓ̃j01(r, x) = Cℓ̃j01(r, x)− C
B
ℓ̃j01

(R, x)

=
∑
j∈A

p(x, j) sup
x′
j∈Bp(x,γ)

1ρr(x′
j ,j)≤0 − inf

r∈R

∑
j∈A

p(x, j) sup
x′
j∈Bp(x,γ)

1ρr(x′
j ,j)≤0

= (1− p(x, r(x)))1r∈Rγ(x)
+ 1r/∈Rγ(x)

− inf
r∈R

[
(1− p(x, r(x)))1r∈Rγ(x)

+ 1r/∈Rγ(x)

]
= (1− p(x, r(x)))1r∈Rγ(x)

+ 1r/∈Rγ(x)
−
(
1−max

j∈A
p(x, j)

)
(R is symmetric andRγ(x) ̸= ∅)

= max
j∈A

p(x, j)− p(x, r(x))1r∈Rγ(x)
(28)

We therefore have proven that:

∆Cℓ̃j01(r, x) ≤ Ψu(1)
(
∆CΦ̃ρ,u,j

01
(r, x)

)
∑
j∈A

pj ℓ̃
j
01(r, x, j)− inf

r∈R

∑
j∈A

pj ℓ̃
j
01(r, x, j) ≤ Ψu(1)

(∑
j∈A

pjΦ̃
ρ,u,j
01 (r, x, j)− inf

r∈R

∑
j∈A

pjΦ̃
ρ,u,j
01 (r, x, j)

) (29)
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D.6. Proof Theorem 5.7

Theorem 5.7 ((R,G)-consistency bounds of Φ̃ρ,u
def ). LetR be symmetric and locally ρ-consistent. Then, for the agent set A,

any hypothesis r ∈ R, and any distribution D, the following holds for a multi-task model g ∈ G:

Eℓ̃def
(r, g)− EB

ℓ̃def
(R,G) + Uℓ̃def

(R,G) ≤

Ψu(1)
(
EΦ̃ρ,u

def
(r)− E∗

Φ̃ρ,u
def

(R) + UΦ̃ρ,u
def

(R)
)

+ Ec0(g)− EBc0(G) + Uc0(G).

Proof. Using Lemma 5.2, we have:

Φ̃ρ,u
def (r, g,m, z) =

J∑
j=0

τj(g(x),m(x), z)Φ̃ρ,j
01 (r, x, j) (30)

We define several important notations. For a quantity ω ∈ R, we note ω(g(x), x) = Ey,t|x[ω(g, z = (x, y, t))], an optimum
ω∗(z) = infg∈G [ω(g, z)], and the combination w∗(x) = infg∈G Ey,t|x[w(g, z)]:

c∗j (mj(x), z) =

{
c∗0(z) = infg∈G [c0(g(x), z)] if j = 0

cj(mj(x), z) otherwise
(31)

Referring to (7), we have:

τ∗j (m(x), z) =

{
τ0(m(x), z) =

∑J
k=1 ck(mk, z) if j = 0

infg∈G [τj(g(x),m(x), z)] = c∗0(z) +
∑J

k=1 ck(mk(x), z)1k ̸=j otherwise
(32)

Next, we define the conditional risk Cℓ̃def
associated to the adversarial true deferral loss.

Cℓ̃def
(r, g, x) = Ey,t|x

[
J∑

j=0

τj(g(x),m(x), z)ℓ̃j01(r, x, j) + (1− J)
J∑

j=0

cj(g(x),mj(x), z)

]

=

J∑
j=0

τ j(g(x),m(x), x)ℓ̃j01(r, x, j) + (1− J)
J∑

j=0

cj(g(x),mj(x), x)

(33)

Now, we assume r ∈ R symmetric and define the space Rγ(x) = {r ∈ R : infx′∈Bp(x,γ) ρr(x
′, r(x)) > 0}. Assuming

Rγ(x) ̸= ∅, it follows:

Cℓ̃def
(r, g, x) =

J∑
j=0

(
τ j(g(x),m(x), x)[1r(x) ̸=j1r∈Rγ(x)

+ 1r ̸∈Rγ(x)
]
)
+ (1− J)

J∑
j=0

cj(g(x),mj(x), x) (34)

Intuitively, if r ̸∈ Rγ(x), this means that there is no r that correctly classifies x′ ∈ Bp(x, γ) inducing an error of 1. It
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follows at the optimum:

CB
ℓ̃def

(R,G, x) = inf
g∈G,r∈R

[ J∑
j=0

(
τ j(g(x),m(x), x)[1r(x)̸=j1r∈Rγ(x)

+ 1r ̸∈Rγ(x)
]
)
+ (1− J)

J∑
j=0

cj(g(x),mj(x), x)
]

= inf
r∈R

[ J∑
j=0

(
τ∗j (m(x), x)[1r(x)̸=j1r∈Rγ(x)

+ 1r ̸∈Rγ(x)
]
)]

+ (1− J)
J∑

j=0

c∗j (mj(x), x)

= inf
r∈R

J∑
j=0

(
τ∗j (m(x), x)1r(x)̸=j

)
+ (1− J)

J∑
j=0

c∗j (mj(x), x) (Rγ(x) ̸= ∅, then ∃r ∈ Rγ(x))

=

J∑
j=0

τ∗j (m(x), x)(1− sup
r∈R

1r(x)=j) + (1− J)
J∑

j=0

c∗j (mj(x), x)

=

J∑
j=0

τ∗j (m(x), x)−max
j∈A

τ∗j (m(x), x) + (1− J)
J∑

j=0

c∗j (mj(x), x)

(35)
We can still work on making the last expression simpler:

J∑
j=0

τ∗j (m(x), x) =

J∑
j=1

cj(mj(x), x) +

J∑
j=1

(
c∗0(x) +

J∑
k=1

ck(mk(x), x)1k ̸=j

)

= Jc∗0(x) +

J∑
j=1

(
cj(mj(x), x) +

J∑
k=1

ck(mk(x), x)1k ̸=j

)

= Jc∗0(x) +

J∑
j=1

(
cj(mj(x), x) +

J∑
k=1

ck(mk(x), x)(1− 1k=j)
)

= Jc∗0(x) +

J∑
j=1

J∑
k=1

ck(mk(x), x)

= J
(
c∗0(x) +

J∑
j=1

cj(mj(x), x)
)

(36)

Then, reinjecting (36) in (35) gives:

CB
ℓ̃def

(R,G, x) =
J∑

j=0

c∗j (mj(x), x)−max
j∈A

τ∗j (m(x), x) (37)

if j = 0:

CB
ℓ̃def

(R,G, x) =
J∑

j=0

c∗j (mj(x), x)− τ0(m(x), x)

=

J∑
j=0

c∗j (mj(x), x)−
J∑

j=1

cj(mj(x), x)

= c∗0(x)

(38)
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if j ̸= 0:

CB
ℓ̃def

(R,G, x) =
J∑

j=0

c∗j (mj(x), x)− τ∗j>0(m(x), x)

=

J∑
j=0

c∗j (mj(x), x)−
(
c∗0(x) +

J∑
k=1

ck(mk(x), x)1k ̸=1

)
= cj>0(mj(x), x)

(39)

Therefore, it can be reduced to:

CB
ℓ̃def

(R,G, x) = min
j∈A

c∗j (mj(x), x) = min
j∈A

{
c∗0(x), cj>0(mj(x), x)

}
(40)

We can write the calibration gap as ∆Cℓ̃def
(r, g, x) := Cℓ̃def

(r, g, x)− CB
ℓ̃def

(R,G, x) ≥ 0, it follows:

∆Cℓ̃def
(r, g, x) = Cℓ̃def

(r, g, x)−min
j∈A

c∗j (mj(x), x)

= Cℓ̃def
(r, g, x)−min

j∈A
cj(g(x),mj(x), x)︸ ︷︷ ︸

A

+
(
min
j∈A

cj(g(x),mj(x), x)−min
j∈A

c∗j (mj(x), x)
)

︸ ︷︷ ︸
B

(41)

Term B: Let’s first focus on B. We can write the following inequality:

B = min
j∈A

cj(g(x),mj(x), x)−min
j∈A

c∗j (mj(x), x) ≤ c0(g(x), x)− c∗0(x) (42)

Indeed, we have the following relationship:

1. if c0(g(x), x) < minj∈[J] cj(mj(x), x) =⇒ B = c0(g(x), x)− c∗0(x)

2. if c0(g(x), x) > minj∈[J] cj(mj(x), x) and c∗0(x) ≤ minj∈[J] cj(mj(x), x)
=⇒ B = minj∈[J] cj(mj(x), x)− c∗0(x) ≤ c0(g(x), x)− c∗0(x)

Term A: Then using the term A:

A = Cℓ̃def
(r, g, x)−min

j∈A
cj(mj(x), x)

= Cℓ̃def
(r, g, x)− inf

r∈R
Cℓ̃def

(r, g, x)

=

J∑
j=0

(
τ j(g(x),m(x), x)ℓ̃j01(r, x, j)

)
− inf

r∈R

J∑
j=0

(
τ j(g(x),m(x), x)ℓ̃j01(r, x, j)

) (43)

Now, we introduce a change of variables to define a probability distribution p = (p0, · · · , pj) ∈ ∆|A|, accounting for the
fact that τj does not inherently represent probabilities. Consequently, for each j ∈ A, we obtain the following expression:

pj =
τ j(g(x),m(x), x)∑J
j=0 τ j(g(x),m(x), x)

=
τ j
∥τ∥1

(for τ = {τj ≥ 0}j∈A) (44)

We then, have:

A = ∥τ∥1

(
J∑

j=0

(
pj ℓ̃

j
01(r, x, j)

)
− inf

r∈R

J∑
j=0

(
pj ℓ̃

j
01(r, x, j)

))
(45)
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Then, using Lemma 5.6, it leads to:

A ≤ ∥τ∥1Ψu(1)

[
J∑

j=0

(
pjΦ̃

ρ,u,j
01 (r, x, j)

)
− inf

r∈R

J∑
j=0

(
pjΦ̃

ρ,u,j
01 (r, x, j)

)]

= ∥τ∥1Ψu(1)
1

∥τ∥1

[
J∑

j=0

(
τ j(g(x),m(x), x)Φ̃ρ,u,j

01 (r, x, j)
)
− inf

r∈R

J∑
j=0

(
τ j(g(x),m(x), x)Φ̃ρ,u,j

01 (r, x, j)
)]

= Ψu(1)

[
J∑

j=0

(
τ j(g(x),m(x), x)Φ̃ρ,u,j

01 (r, x, j)
)
− inf

r∈R

J∑
j=0

(
τ j(g(x),m(x), x)Φ̃ρ,u,j

01 (r, x, j)
)]

= Ψu(1)
[
CΦ̃ρ,u

def
(r, x)− C∗

Φ̃ρ,u
def

(R, x)
]

(46)

Then, adding B leads to:

∆Cℓ̃def
(r, g, x) = A+B (using Eq. 41)

≤ Ψu(1)
[
CΦ̃ρ,u

def
(r, x)− C∗

Φ̃ρ,u
def

(R, x)
]
+ c0(g(x), x)− c∗0(x)

(47)

By construction, we have c0(g(x), x) = Ey,t|x[c0(g(x), z)] with c0(g(x), z) = ψ(g(x), z) and c∗0(x) =
infg∈G Ey,t|x[c0(g(x), z)]. Therefore, we can write for g ∈ G and the cost c0:

∆Cc0(g, x) = c0(g(x), x)− c∗0(x) (48)

Then,
∆Cℓ̃def

(r, g, x) ≤ Ψu(1)
[
CΦ̃ρ,u

def
(r, x)− C∗

Φ̃ρ,u
def

(R, x)
]
+∆Cc0(g(x), x)

= Ψu(1)
[
∆CΦ̃ρ,u

def
(r, x)

]
+∆Cc0(g, x)

(49)

Therefore, by definition:

Eℓ̃def
(r, g)− E∗

ℓ̃def
(R,G) + Uℓ̃def

(R,G) = Ex[∆Cℓ̃def
(r, g, x)]

≤ Ψu(1)Ex

[
∆CΦ̃ρ,u

def
(r, x)

]
+ Ex

[
∆Cc0(g(x), x)

]
= Ψu(1)

(
EΦ̃ρ,u

def
(r)− E∗

Φ̃ρ,u
def

(R) + UΦ̃ρ,u
def

(R)
)

+ Ex

[
∆Cc0(g(x), x)

]
= Ψu(1)

(
EΦ̃ρ,u

def
(r)− E∗

Φ̃ρ,u
def

(R) + UΦ̃ρ,u
def

(R)
)

+ Ex[c0(g(x), x)]− Ex[c
∗
0(x)]

= Ψu(1)
(
EΦ̃ρ,u

def
(r)− E∗

Φ̃ρ,u
def

(R) + UΦ̃ρ,u
def

(R)
)

+∆Ec0(g)

(50)

where ∆Ec0(g) = Ec0(g)− EBc0(G) + Uc0(G).

In the special case of the log-softmax (u = 1), we have that Ψu(1) = log(2).

E. Experiments details
We present empirical results comparing the performance of state-of-the-art Two-Stage Learning-to-Defer frameworks (Mao
et al., 2023a; 2024d; Montreuil et al., 2024) with our robust SARD algorithm. To the best of our knowledge, this is the first
study to address adversarial robustness within the context of Learning-to-Defer.
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All baselines use the log-softmax surrogate for Φ01 with Ψu=1(v) = log(1+ v) and Ψe(v) = exp(−v). Adversarial attacks
and supremum evaluations over the perturbation region Bp(x, γ) are evaluated using Projected Gradient Descent (Madry
et al., 2017). For each experiment, we report the mean and standard deviation over four independent trials to account for
variability in results. Experiments are conducted on one NVIDIA H100 GPU. Additionally, we make our scripts publicly
available.

E.1. Multiclass Classification Task

Experts: We assigned categories to three distinct experts: expert M1 is more likely to be correct on 58 categories, expert
M2 on 47 categories, and expert M3 on 5 categories. To simulate a realistic scenario, we allow for overlapping expertise,
meaning that for some x ∈ X , multiple experts can provide correct predictions. On assigned categories, an expert has a
probability p = 0.94 to be correct, while following a uniform probability if the category is not assigned.

Agent costs are defined as c0(h(x), y) = ℓ01(h(x), y) for the model and cj>0(m
h
j (x), y) = ℓ01(m

h
j (x), y), consistent with

(Mozannar & Sontag, 2020; Mozannar et al., 2023; Verma et al., 2022; Cao et al., 2024; Mao et al., 2023a). We report
respective accuracies of experts in Table 4.

Model: We train the classifier offline using a ResNet-4 architecture (He et al., 2015) for 100 epochs with the Adam
optimizer (Kingma & Ba, 2017), a learning rate of 0.1, and a batch size of 64. The checkpoint corresponding to the lowest
empirical risk on the validation set is selected. Corresponding performance is indicated in Table 4.

Model Expert M1 Expert M2 Expert M3

Accuracy 61.0 53.9 45.1 5.8

Table 4. Agent accuracies on the CIFAR-100 validation set. Since the training and validation sets are pre-determined in this dataset, the
agents’ knowledge remains fixed throughout the evaluation.

Baseline (Mao et al., 2023a): We train a rejector using a ResNet-4 (He et al., 2015) architecture for 500 epochs, a learning
rate of 0.005, a cosine scheduler, Adam optimizer (Kingma & Ba, 2017), and a batch size of 2048. We report performance
of the checkpoints corresponding to the lower empirical risk on the validation set.

SARD: We train a rejector using the ResNet-4 architecture (He et al., 2015) for 1500 epochs with a learning rate of 0.005,
a cosine scheduler, the Adam optimizer (Kingma & Ba, 2017) with L2 weight decay of 10−4 acting as regularizer, and a
batch size of 2048. The hyperparameters are set to ρ = 1 and ν = 0.01. The supremum component from the adversarial
inputs is estimated using PGD40 (Madry et al., 2017) with ϵ = 8/255, the ℓ∞ norm, and a step size of ϵ/40, following the
approach in (Mao et al., 2023b; Awasthi et al., 2023).

Baseline Clean Untarg. Targ. Model Targ. M1 Targ. M2 Targ. M3

Mao et al. (2023a) 72.8± 0.4 17.2± 0.2 61.1± 0.1 54.4± 0.1 45.4± 0.1 13.4± 0.1

Our 67.0± 0.4 49.8± 0.3 64.8± 0.2 62.4± 0.3 62.1± 0.2 64.8± 0.3

Table 5. Comparison of accuracy results between the proposed SARD and the baseline (Mao et al., 2023a) on the CIFAR-100 validation
set, including clean and adversarial scenarios.

E.2. Regression Task

Experts: We train three experts offline with three layers MLPs (128, 64, 32), each specializing in a specific subset of
the dataset based on a predefined localization criterion. The first expert M1 trains on Southern California (latitude lower
than 36), the second expert M2 on Central California (latitude between 36 and 38.5), and the last in Northern California
(otherwise) representing a smaller area. MLPs are trained using a ReLU, an Adam optimizer (Kingma & Ba, 2017),
a learning rate of 0.001, and 500 epochs. Agent costs are defined as c0(f(x), t) = RMSE(g(x), t) for the model and
cj>0(m

f
j (x), t) = RMSE(mj(x), t), consistent with (Mao et al., 2024d). We report respective RMSE of experts in Table

E.2.
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Model: We train a regressor using a two-layer MLP with hidden dimensions (64, 32) on the full training set. The model
uses ReLU activations, the Adam optimizer (Kingma & Ba, 2017), a learning rate of 0.001, and is trained for 500 epochs.
We report performance of the checkpoints corresponding to the lower empirical risk on the validation set. The model
performance is reported in Table E.2.

Model Expert M1 Expert M2 Expert M3

RMSE 0.27± .01 1.23± .02 1.85± .02 0.91± .01

Table 6. Agent RMSE on the California Housing validation set (20% of the dataset).

Baseline (Mao et al., 2024d): We train a rejector using a MLP (8,16) for 100 epochs, a learning rate of 0.01, a cosine
scheduler, Adam optimizer (Kingma & Ba, 2017), and a batch size of 8096. We report performance of the checkpoints
corresponding to the lower empirical risk on the validation set.

SARD: We train a rejector using a MLP (8,16) for 400 epochs, a learning rate of 0.01, a cosine scheduler, Adam optimizer
(Kingma & Ba, 2017) with L2 weight decay of 10−4 acting as regularizer, and a batch size of 8096. The hyperparameters
are set to ρ = 1 and ν = 0.05. The supremum component from the adversarial inputs is estimated using PGD10 (Madry
et al., 2017) with ϵ equal to 25% of the variance of dataset’s features, the ℓ∞ norm, and a step size of ϵ/10, following the
approach in (Mao et al., 2023b; Awasthi et al., 2023).

Baseline Clean Untarg. Targ. Model Targ. M1 Targ. M2 Targ. M3

Mao et al. (2024d) 0.17± 0.01 0.29± 0.3 0.19± 0.01 0.40± 0.02 0.21± 0.01 0.41± 0.05

Our 0.17± 0.01 0.17± 0.01 0.17± 0.01 0.18± 0.01 0.18± 0.01 0.18± 0.01

Table 7. Performance comparison of SARD with the baseline (Mao et al., 2024d) on the California Housing dataset. The table reports
Root Mean Square Error (RMSE) under clean and adversarial scenarios.

E.3. Multi Task

Experts: We train two specialized experts using a Faster R-CNN (Ren et al., 2016) architecture with a MobileNet (Howard
et al., 2017) backbone. The first expert, M1, is trained on images containing animals, while the second expert, M2, is trained
on images containing vehicles. Both experts are trained using the Adam optimizer (Kingma & Ba, 2017) with a learning
rate of 0.005, a batch size of 128, and trained for 50 epochs. Agent costs are defined as c0(g(x), z) = mAP(g(x), z) for
the model and cj>0(mj(x), z) = mAP(mj(x), z), consistent with (Montreuil et al., 2024). We report respective mAP of
experts in Table E.3.

Model: We train an object detection model using a larger Faster R-CNN (Ren et al., 2016) with ResNet-50 FPN (He et al.,
2015) backbone. We train this model with Adam optimizer (Kingma & Ba, 2017), a learning rate of 0.005, a batch size of
128, and trained for 50 epochs. We report performance of the checkpoints corresponding to the lower empirical risk on the
validation set. The model performance is reported in Table E.3.

Model Expert M1 Expert M2

mAP 39.5 17.2 20.0

Table 8. Agents mAP Pascal VOC validation set. Since the training and validation sets are pre-determined in this dataset, the agents’
knowledge remains fixed throughout the evaluation.

Baseline (Montreuil et al., 2024): We train a rejector using a Faster R-CNN (Ren et al., 2016) with a MobileNet
backbone (Howard et al., 2017) and a classification head. We train this rejector for 70 epochs, a learning rate 5e−4, a cosine
scheduler, Adam optimizer (Kingma & Ba, 2017), and a batch size of 256. We report performance of the checkpoints
corresponding to the lower empirical risk on the validation set.
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SARD: We train a rejector using a Faster R-CNN (Ren et al., 2016) with a MobileNet backbone (Howard et al., 2017) and
a classification head for 70 epochs with a learning rate of 0.001, a cosine scheduler, the Adam optimizer (Kingma & Ba,
2017) with L2 weight decay of 10−4 acting as regularizer, and a batch size of 64. The hyperparameters are set to ρ = 1
and ν = 0.01. The supremum component from the adversarial inputs is estimated using PGD20 (Madry et al., 2017) with
ϵ = 8/255, the ℓ∞ norm, and a step size of ϵ/20, following the approach in (Mao et al., 2023b; Awasthi et al., 2023).

Baseline Clean Untarg. Targ. Model Targ. M1 Targ. M2

Montreuil et al. (2024) 44.4± 0.4 9.7± 0.1 39.5± 0.1 17.4± 0.2 20.4± 0.2

Our 43.9± 0.4 39.0± 0.3 39.5± 0.1 39.7± 0.3 39.6± 0.1

Table 9. Performance comparison of SARD with the baseline (Montreuil et al., 2024) on the Pascal VOC dataset. The table reports mean
Average Precision (mAP) under clean and adversarial scenarios.
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